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ABSTRACT

Now a days many data mining techniques have beepoped to discover the pattern, but when a pattern
discovered noise patterns are been identifiedhénptrevious research’s many techniques have beehtasliscover the
pattern and implement the discovered pattern, duliiaing the noise pattern’s in a document isastilbpen research. Over
the years, people have often held the hypotheaispilittern (or phrase)-based approaches shouldrpelfetter than the
term-based ones, but many experiments do not supipshypothesis. In this present research anvatie technique is
developed to discover a pattern in a document dtet the noise pattern’s in a document in ordeinprove the

effectiveness of using discovered pattern for figdielevant and interesting information.
KEYWORDS: Text Mining, Text Classification, Pattern Makingattern Evolving, Noise Pattern Detection
INTRODUCTION

The Internet as source of knowledge provides us#hsaccess to the abundant information on cumresgarch in
different areas. To provide users with documentd #atisfy their needs is a goal of informatiorriestal. But the
relevance of documents containing that informai®a major issue. The relevance must be both efficand effective
since many queries may need to be processed ihtgherand effectively since the quality of rankidgtermines whether
the search engine accomplishes the goal of findéteyant information. There are several kinds afutnents containing
the targeted information including academic pulti@es. In order to rapidly respond to the user’srguinverted index as
inherent file structure is proposed. In this stuvet one term records the identifiers of the doaisieontaining that term,

frequencies and sometimes position of the terrhérmdiocument.

Due to the rapid growth of digital data made avdddn recent years, knowledge discovery and daténg have
attracted a great deal of attention with an immimezed fo turning such data into useful informatiow knowledge. Many
applications, such as market analysis and busimassmgement, can benefit by the use of the infoonaind knowledge
extracted from a large amount of data. Knowledgealiery can be viewed as the process of nontrasédaction of
information from large databases, information tisamplicitly presented in the data, previously notvn and potentially

useful for users. Data mining is therefore an dssestep in the process of knowledge discovergatabases.

In the past decade, a significant nhumber of dait@ng techniques have been presented in order tfornpe
different knowledge tasks. These techniques inchsimciation rule mining, frequent item set minisgguential pattern
mining, maximum pattern mining, and closed patt@ining. Most of them are proposed for the purposdewveloping
efficient mining algorithms to find particular paths within a reasonable and acceptable time fravia a large number
of patterns generated by using data mining appesadmow to effectively use and update these pattisristill an open
research issue. In this paper, we focus on theloevent of a knowledge discovery model to effedfiuese and update

the discovered patterns and filter the noise padtand apply it to the field of text mining.
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54 Alekya Rani Y

Text mining is the discovery of interesting knodge in text documents. It is a challenging issuénid accurate
knowledge (or features) in text documents to helersito find what they want. In the beginning, tnfation Retrieval
(IR) provided many term-based methods to solve ¢halenge, such as Rocchio and probabilistic n®fd| rough set
models [2], BM25 and support vector machine (SVBI)Hjased filtering models. The advantages of tdsased methods
include efficient computational performance as vaslimature theories for term weighting, which hexeerged over the
last couple of decades from the IR and machineniegrcommunities. However, term- based methodsesdfbm the
problems of polysemy and synonymy, where polysenesams a word has multiple meanings, and synonymyuisiple
words having the same meaning. The semantic meafingany discovered terms is uncertain for ansvgevihat users

want.

Over the years, people have often held the hyg@thbat phrase-based approaches could performrtibéin the
term- based ones, as phrases may carry more “siesialite information. This hypothesis has not fauteo well in the
history of IR [4], [5], [6]. Although phrases aress ambiguous and more discriminative than indaliderms, the likely

reasons for the discouraging performance include:

1) Phrases have inferior statistical propertietetms, 2) They have low frequency of occurrencel, 3nThere

are large numbers of redundant and noise phrasesgthem [7].

In the presence of these setbacks, sequentialrmattesed in data mining community have turned oubd a
promising alternative to phrases [8], [9] becausqusntial patterns enjoy good statistical propertiee terms. To
overcome the disadvantages of phrase-based appsagattern mining-based approaches have been gawpwhich
adopted the concept of closed sequential pattarmdspruned nonclosed patterns. These pattern miregd approaches

have shown certain extent improvements on the w@fégress.

However, the paradox is that people think pattexseld approaches could be a significant alternativieconsequently

less significant improvements are made for thecéffeness compared with term-based methods.

There are two fundamental issues regarding thectefémess of pattern-based approaches: low frequemd
misinterpretation. Given a specified topic, a hyglequent pattern (normally a short pattern wittge support) is usually
a general pattern, or a specific pattern of lowdency. If we decrease the minimum support, aflobiy patterns would
be discovered. Misinterpretation means the measised in pattern mining (e.g., “support” and “cdefice”) turn out to
be not suitable in using discovered patterns tovansvhat users want. The difficult problem hencehiswv to use

discovered patterns to accurately evaluate theht®igf useful features (knowledge) in text docursent

Over the years, IR has developed many mature tgobsiwhich demonstrated that terms were imporeatufes in
text documents. However, many terms with largergivs (e.g., the term frequency and inverse docurfrequency
(tf*idf) weighting scheme) are general terms beeatisey can be frequently used in both relevant amrelevant
information. For example, term “LIB” may have largeeight than “JDK” in a certain of data collectjdout we believe
that term “JDK” is more specific than term “LIB” falescribing “Java Programming Language”; and tértB” is more
general than term “JDK” because term “LIB” is alsequently used in C and C++. Therefore, it is adequate for
evaluating the weights of the terms based on ttiistributions in documents for a given topic, alibb this evaluating

method has been frequently used in developing |Raiso

In order to solve the above paradox, this papesgms an effective pattern discovery technique clwtiirst
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calculates discovered specificities of patterns thed evaluates term weights according to theiligton of terms in the
discovered patterns rather than the distributioddouments for solving the misinterpretation prohlét also considers
the influence of patterns from the negative train@xamples to find ambiguous (noisy) patterns anda reduce their
influence for the low-frequency problem. The pracesupdating ambiguous patterns can be referrgxhiisrn evolution.
The proposed approach can improve the accuracyatd&ing term weights because discovered patamsnore specific
than whole documents. The rest of this paper ixsired as follows: Section 2discusses related weektion 3 provides
some definitions about closed patterns, PTM andetlssequential patterns. Sections 4 and 5 propestethniques of

pattern deploying and detecting the noise patespectively. Finally, Section 6 gives concludinmagks
RELATED WORK

Many types of text representations have been pemposthe past. A well-known one is the bag of vgotidat
uses keywords (terms) as elements in the vecttveofeature space. In [10], the tf*idf weightincheme is used for text
representation in Rocchio classifiers. In additionT FIDF, the global IDF and entropy weighting scteeis proposed in
[11] and improves performance by an average of 8fcgmt. Various weighting schemes for the bag ofdwo
representation approach were given in [12], [1B3][ The problem of the bag of words approach is tmselect a limited
number of features among an enormous set of wartksrims in order to increase the system’s efficyeacd avoid over
fitting. In order to reduce the number of featumesny dimensionality reduction approaches have lseeducted by the
use of feature selection techniques, such as Iatiom Gain, Mutual Information, Chi-Square, Oddsosaand so on. A

phrase-based text representation for Web documanagement was also proposed in [15].

In [16], data mining techniques have been usedeiir analysis by extracting co-occurring terms ascdptive
phrases from document collections. However, thectiffeness of the text mining systems using phrasedext
representation showed no significant improvemerite Tikely reason was that a phrase-based method"lbackr

consistency of assignment and lower document fregyuéor terms” as mentioned in [17].

Term-based ontology mining methods also providethesdhoughts for text representations. For example,
hierarchical clustering [18], [19] was used to deii@e synonymy and hyponymy relations between kegaioAlso, the

pattern evolution technique was introduced in [2Grder to improve the performance of term-basetilogy mining.

Pattern mining has been extensively studied in dateng communities for many years. A variety ofi@ént
algorithms such as Apriority-like algorithms, Prefspan, FP-tree, SPADE, SLPMiner, have been prapofbese
research works have mainly focused on developifigierit mining algorithms for discovering patterinem a large data
collection. However, searching for useful and iesting patterns and rules was still an open problerthe field of text
mining, pattern mining techniques can be usedr fiarious text patterns, such as sequential pattérequent item sets,
co-occurring terms and multiple grams, for buildiqga representation with these new types of featiMevertheless, the

challenging issue is how to effectively deal witle farge amount of discovered patterns.

For the challenging issue, closed sequential pettbave been used for text mining in, which progdbat the

concept of closed patterns in text mining was Usaid had the potential for improving the perforicainf text mining
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Table 1
Paragraphs Terms
dp: ty,to
dp; ta,ta,ts
dps ta, b4, s, e
dps ta, b4, s, e
dps to,to b t7
dps to,to,te b7

A Set of paragraphs and to improve the effectivertes effectively using closed patterns in text miln
addition, a two-stage model that used both ternedasmethods and pattern- based methods was intrddunceo

significantly improve the performance of informatibltering.

Natural language processing (NLP) is a modern caatipmal technology that can help people to understhe
meaning of text documents. For a long time, NLP waEggling for dealing with uncertainties in humiamguages.
Recently, a new concept-based model was preseotbddge the gap between NLP and text mining, wtiohalyzed
terms on the sentence and document levels. Thisihiodluded three components. The first componeatyaed the
semantic structure of sentences; the second componastructed a conceptual ontological graph (C@Gjescribe the
sematic structures; and the last component exttaicte concepts based on the first two componentsutlnl feature
vectors using the standard vector space model. adwantage of the concept-based model is that it eftactively
discriminate between non important terms and megimirierms which describe a sentence meaning. Coedpaith the

above methods the concept based model usually nghien its employed NLP techniques.
PATTERN TAXONOMY MODEL

In this paper, we assume that all documents aiié¢ igpd paragraphs. So a given document yields taoke
paragraphs PS(d). Let D be a training set of docsnavhich consists of a set of positive documed®; and a set of
negative documents, D. Let T 5,(t2, t3,....., tm) be a set of terms (or keyword&jch can be extracted from the set of
positive documents, DP.

Table 2: Frequent Patterns and Covering Set

Frequent Pattern Covering Set
{tats,te} {dp 2,dps,dpu}
{ts ts} {dp 2,dps,dpu}
{ts te} { dp,dps,dpu}
{ta te} { dp2,dps,dpu}
{ts} { dp,,dps,dps}
{ts} { dp2,dps,dpu}
{t,t5} {dp1,dps,dps}
{ti} {dp1,dps,dps}
{ta} {dp1,dps,dps}
{te} {dp 2,dps.dps,dps,dps}

Pattern Taxonomy Patterns can be structured in@mxanomy by using the is-a (or subset) relatiorr. the
example of Table 1, where we have illustrated aoépiaragraphs of a document, and the discoverddetident patterns

in Table 2 if assuming min sup % 50%. There areidver, only three
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Figure 1: Pattern Taxonomy

Closed patterns in this example. They arg #&; t6>, <t; t2>, and <¢>. Fig. 1 illustrates an example of the
pattern taxonomy for the frequent patterns in Ta@blehere the nodes represent frequent patternshairdcovering sets;
nonclosed patterns can be pruned; the edges ag fislation. After pruning, some direct “is-a” adiations may be
changed, for example, pattern ftég would becomerecdsub pattern of (t3; t4; t6) after pruning olosed patterns.
Smaller patterns in the taxonomy, for example patfiSg, (see Figure 1) are usually more generahbse they could be
used frequently in both positive and negative douisy and larger patterns, for example pattem;tg), in the taxonomy
are usually more specific since they may be uségliompositive documents. The semantic informatigh be used in the

pattern taxonomy to improve the performance ofgisinsed patterns in text mining.
PATTERN DEPLOYING METHOD

In order to use the semantic information in thegrattaxonomy to improve the performance of clgsatierns in
text mining, we need to interpret discovered pagdry summarizing them as d-patterns (see theitiefirbelow) in order
to accurately evaluate term weights (supports). Tdt@nale behind this motivation is that d-patteinclude more
semantic meaning than terms that are selected lms@dterm-based technique (e.g., tf*idf). As aultesa term with a
higher tf*idf value could be meaningless if it hast cited by some d-patterns (some important partlocuments). The
evaluation of term weights (supports) is differemthe normal term-based approaches. In the tesaebapproaches, the
evaluation of term weights is based on the distigiouof terms in documents. In this research, tears weighted

according to their appearances in discovered clpagdrns.
Representations of Closed Patterns

It is complicated to derive a method to apply digred patterns in text documents for informatidtering
systems. To simplify this process, we first revigw composition operation defined in [16]. Letgnd p be sets of term-

number pairs. pp, is called the composition of pnd pwhich satisfies

P P2 ={(t X1+ X | (tX0) € pu, (t, %) €pIU {(t,X) | (t,X) EPUP,, not((t,_)E p:iNpo)}-

Where is the wild card that matches any number.th®ispecial case we havéh=p; and the operands of the

composition operation are interchangeable. Thdtrebthe composition is still a set of term-numipairs. For example,

{t, 1), (&2), (&3)} © {t2,4)} = {t1 1), & 6), & 3)}
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d; ={(G1-151)-C G2-N2)-- oo oo oo G-Nym) 3

where } in pair (§,n ;) denotes a single term anglia its support in di which is the total absolutgsorts given
by closed patterns that contaijp or n; (simply in this paper) is the total number of édspatterns that contaip tor

example, using Fig. 1 and Table 1, we have
SUR(<ts, t, ts>) =3

SUR(<t;, t,>) =3

W

D) (1:.3) (1:.3) (6.8)3

"]

d —{C 1.3, ( tz.

The process of calculating d-patterns can be eds#gribed by using the operation in Algorithm TP shown
in Figure 2 that will be described in the next mettwhere a term’s support is the total numbeclosed patterns that
contain the term. Table 3 illustrates a real exangblpattern taxonomy for a set of positive docurseWe also can obtain

the d-patterns of the five sample documents in& 8bvhich are expressed as follows:
ALGORITHM
Algorithm TDM (D", min_sup)
Input: positive document D+: minimum support minp su
Output: d-patterns dp, and supports of terms
DP=0;
foreach document € D* do
let PS(d) be the set of paragraphs in d;
d=0;
foreach pattern g SP do
P={t1)I€p;
d-dep
end

DP= DPU{d}

end

T={t | (t, ) €p, peDPY;
foreach term € T do
support(t)=0;

end

foreach d-pattern g DP do

Impact Factor (JCC): 3.5987 NAAS Ratiniy.89



Pattern Discovery from Document and Filtering NoisePattern 59

foreach (t, wg B(p) do
support (t)= support(t)+w;
end

end

Let DP be a set of d- pattern iff,zand pe DP be a d-pattern. We call p(t) the absolute sttpgfderm t, which is
the number of patterns that contain t in the cpwading patterns taxonomies. In order to effecyivé#ploy patterns in
different taxonomies from the different positivecdments, d-patterns will be normalized using tH¥dng assignment

sentence:
P(t}—p®* 1
2 e PO

Actually the relationship between d-patterns amdhsecan be explicitly described as the followingaasation

mapping[21] , a set-value function:
B:DP—2"0
Such that
B (p) = {(t, wa), (L,Wo),.eene .. (Wi}
for all p € DP, where
pi =={(ts,f),(tf2), oo e (tf)} EDP,w=1
L1 f

and T = {t| (t.) € p,p€ DP}

B (p)is called the normal form (or normalized d-patjeshd-pattern pin this paper, and termse)p( ti;tz;...;%)
FILTERING NOISE PATTERNS

Consider two documents, A and B, that have resembla If is close to 1, then almost all the element$Séf
and SB will be pairwise equal. The idea of noiserfihg is to divide every sketch into k groups aflements each. The
probability that all the elements of a group arg-pase equal is simplys and the probability that two sketches have r or

more equal groups is

n
Presr = Z (Bt -k
r<i<k

The remarkable fact is that for suitable choicegke,r] the polynomial psbehaves as a very sharp high-band
pass filter even for small values of k. The shangpeiff is obvious. To use this fact, we first computedach document D
the sketch SD as before, using k-s independentytations . (We can now bear literarily generouslite length of the
fingerprints used to create shingle uid’'s; howevkebiss are plenty for our situation.) We then sBI into k groups of s

elements and fingerprint each group. (To avoid ddpecies, we use a ftirent irreducible polynomial for these
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fingerprints.) We can also concatenate to each gaognmoup id number before fingerprinting. Now all meed to store for
each document is these k fingerprints, called “festu Because fingerprints could collide the proligtthat two features

are equal is

S

PR,

Where pis the collision probability. This would indicatieat it sufices to use fingerprints long enough to so that
pf is less than say 10-6. However, when applyimgfiltering mechanism to a large collection of doemts, we again use
the clustering process described above, and heecenust avoid spurious sharing of features. Nevisise for our
problem 64 bits fingerprints are agairffazient. It is particularly convenient, if possibte, choose the threshold r to be 1
or 2. If r = 2 then the third phase of the mergimgcess becomes much simpler since we don't nekdep track of how
many features are shared by various pairs of dootanere simply keep a list of pairs known to shairéeast one feature.
As soon as we discover that one of these pairsesharsecond feature, we know that with high prdinalihe two
documents are near-duplicates, and thus one of tdanbe removed from further consideration. If t the third phase
becomes moot. In general it is possible to avoadttird phase if we again group every r featurés énsuper-feature, but

this forces the number of features per documebetmme k/r).
Algorithm Description

Let the collection of documents Dn be an n-tupideof n documents, where n is an integer numb@tefore
Dn=<dl, d2, d3 ...,dn>, where di }Inis the ith document and documents may have diffesizes. Hence for each
document di | B, we associate its size Si such that we now hageduple (di | i<n, Siti). The tuple Dn becomes Dn=<

(di | i<n,Si|rei)>, the total size of  Dn beingSn S

Let UQ be the user query made of k strings, wheig an integer number (number of terms of the yuer
Therefore UQk=UQ1+ UQ2+ UQ3+ UQ4+ UQ5+...+UQk. Themrsed algorithm is described as follows: we qtileey
presence of UQh |gh<k string in every document, the first round of sbanaving started with UQ1. If the string is in a
document, then the document is kept for the nexhdoof search of UQh+1 Kh<k. The search contains k number of
rounds at most since each string must be foundéh document that had been kept. Hence for eacturae may keep j
documents where j is an integer number less tharha.algorithm is as follows: Initially we queryetipresence of UQ1
for each document in Dn. For subsequent searcbiekS | | Kj<n be the tuple of j documents in which the UQkh<k
had been found at hth round. Therefore, we keepugle IS j | ¥j<n, and search UQh+1 £h<k in it. Therefore, if the
tuple dimension is not zero for all rounds, therglegjoes on until h=k. The string to search isd#di into terms and all
documents are represented by their roots in allie. algorithm searches a particular term in @ldbcuments, if the term

is not found then the document is deleted in tsteolf documents having that term.
Algorithm: Input: D a set of d-patterns to search in

User query: phrase containing terms
Output: Patterns that match the query presentaxtdsr of relevance

List of D-patterns D = {g d,, ds, ds, -..... , o}

List of Query terms T ={t t,, t3, ty, «cenvnen. Jt

FOR each nodein T
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Get the term;t
FOR each nodegid D
FOUND = search Term (b d)
IF Not FOUND THEN
DELETE ¢in D
ELSE
Pos— get the position of;d
IF Pos is not 0 and Pos is different {gdsition + 1
THEN
DELETEdinD
ELSE
d.position— Pos
END IF
END IF
NEXT node in D
NEXT Node in T
FUNCTION search Term Parameters root: pointer tadbg term: string
BEGIN
IF root.info == term THEN
Return (root)
ELSE
IF root.info > term THEN
Return search Term (Right Son of root, term)
ELSE
Return search Term (Left Son of root, ferm
END IF
END IF
END

The proposed algorithm follows different steps #m number of those steps depends on the numberro$ of
query. We have used Vector Space Model to reprebentext document. In that model a document isesmted by a
vector of keywords extracted from the document aissociated weights representing the importandewiords in the

document within the whole documents set.

www.iaset.us edi@iaset.us



62 Alekya Rani Y

Time and Space Complexity

The time complexity is measured by the number efelntary operations carried out during executioprogram
and space complexity is the computer memory usedubyalgorithm. In our algorithm, the operationsigidered are the
ones done by binary search on the input size n tsegarch term in a document. The amount of wankedduring a
single execution before and after loop is constainé time of our algorithm is proportional to thenmber of time the loop
executed. It is possible to reduce running timewfalgorithm by reducing the number of candid#@e & search in. That

leads to the increasing speed of algorithm.

Using binary search in the proposed algorithm aftah iteration, the input size to search in iseised and it is
less than the one for previous iteration. Thas ivhy the time complexity of our algorithm is loglamic and is O (log2
n). Since each comparison binary search uses hafihe search space, search process will nevemose than O (log N)
comparisons to find the target term in a documiens. the same calculation for its space complexitye more space we
allocate for the algorithm, the faster it runs. ik space cannot exceed the running time. We Khadvwriting in each

memory cell requires at least a constant amoutitne.

Thus if we let T(n), time complexity and S(n) sp@cenplexity of our algorithm, then S(n) = O(T(nh4d space
complexity of our algorithm is then O (1).The fuoect of our algorithm is logarithmic. As the numberdocuments to

search in increases the time used to search ecigdsed. The algorithm for filtering noise patisriisted below.

The following graph shows the comparison of PTM aRtDF

Ao

0.
0.
-0.3
0.
().5
Topic 101~200

Difference

B Lo N —

7

Figure 2: Comparison of PTM (IPE) and TFIDF in Top-20 Precision

RESULTS AND DISCUSSIONS

The most important information revealed is that puwoposed PTM (IPE) outperforms not only the patter
mining-based methods, but also the term-based miethmluding the state-of-the-art methods BM25 &wiM. PTM
(IPE) also outperforms CBM Pattern Matching and CBMhe five measures. For the time complexity hie testing
phase, all models take QT | * | d|) for all incoming documents d. In our experimeatsmodels used 702 terms for each
topic in average. Therefore, there is no significdifference between these models on time complaritthe testing

phase.

The following are the experimental results
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Figure 3: Uploading Text File Figure 4: Uploading aDocument

Figure 5: Finding Frequent Patterns Figure 6: Disovered D-Patterns
CONCLUSIONS

We have presented a method that can discover ttierpaand eliminate noise pattern from a collectain
hundreds of millions of documents by computing peledently for each document. Although researcheiaadting noise
patterns is going on until now, efficiency and effeeness for document relevance is still an isswtneeds improvement.
In this paper we proposed an efficient algorithmdiscovering pattern detecting noise pattern kplating position and
order of term in documents. The results show thatgroposed method provides effectiveness and dififigiency by
reducing the documents size to search in up to a@éthat leads to the decreased computation tinparitial document

detection. In future we intend to investigate coasgion methods in our method for the query efficjen
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